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Abstract  

 

Provenance records are important to the research objects generated throughout the facility lifecy-

cle. For researchers who conduct experimental and computational research using large scale re-

search facilities and infrastructure, these records are used to keep track of research developments, 

reduce the repetitiveness, and allow sharing of research progression with others in collaborations.  

They are essential for the research community for verifying, studying, and reusing the research 

conducted by others.  

 

When it comes to reusing data, the semantics of entities involved in a provenance relationship is 

important. In this deliverable, we provide the semantics foundation, i.e. a set of controlled vocabu-

laries, for describing the main entities involved typical provenance relationships in the PaNdata 

community which are: facilities, techniques, and instruments. We will also describe a new version 

of the CSMD, the information underpinned the ICAT data catalogue implementation, which has 

been extended to accommodate data provenance.  

 

Finally, this deliverable presents two tools: a Provenance Process Model (PPM) and a Provenance 

Tool Classification (PTC) to assist the task of defining what tools are needed to support prove-

nance. The exercise leads to a clearer understanding of the gaps in the current provision of prove-

nance support in the PaNdata community. The findings are also presented in this report.  
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1 Introduction  

 

The PaNdata-ODI1 consortium represents a community of 13 large neutron and photon source 

operators in Europe, serving a growing user community of over 30,000 scientists mainly from Eu-

rope, and a community from other continents, in many disciplines such as Chemistry, Physics, Ma-

terials Science, Biology, Medicine, Engineering Science, Palaontology and Energy and Environ-

mental Sciences. As highlighted in D6.1, a range of use cases of data provenance already exist in 

the PaNdata community, we are now at the stage that we need standards, tools and services that 

underpin the support of provenance, from experiments, data analysis, to publications throughout 

the facility lifecycle. Before dealing into the details, let us first look at what is provenance?  

1.1 Digital provenance  

 

The provenance of a research object is the aggregation of research objects and processes that 

lead to the creation of the object. Aggregation, in this context, is more than a collection of the ob-

jects and processes. If a research object is derived from one or more objects through a series of 

processes, the provenance of the object is defined as the collection of the temporal relationship 

between the set of research objects and processes that have been used to derive the object.  

 

A research object can be simple, like a data file, a plot, or a publication. It can also be complex, 

comprising of a set of objects, such as a set of files, plots, diagrams, or publications accumulated 

over a period of time. A research object is an output from a research process. Research objects 

can be captured throughout the facility lifecycle, representing the knowledge generated at different 

stages of the lifecycle. A research process can be defined recursively where a research process 

can be composed of other research processes. Examples of a research process are an experi-

mental research focusing on the observing the physical behaviors or structures of materials under 

thermal or mechanical conditions, or a computational study of materials focusing on simulating the 

behaviors of materials at micro- scales.  

 

Given the context of this project, our prime interest is to keep track of the provenance of research 

objects derived from the experimental studies conducted at the facilities. Evidently, many research 

objects can be derived from these studies, by the investigators of an experiment, i.e. the same 

people conducted an experiment in the first place, by the collaborators of the investigators, or by 

others from the science community. Research itself is a process of trial and error. By its very na-

ture, it is rarely a sequential pipeline.  

 

For the investigators and the collaborators, their first priority is data analysis, sometimes followed 

by modeling and simulation. The research objects along this pipeline are the objects generated 

during the data analysis, modeling, and simulation processes, from experiment data all the way to 

resultant data. A particular important aspect of results is the parameters and methods that have 

been used in the processes to derive the results. Software, be it for data analysis, modeling, or 

simulation, is the embodiment of the methodologies and algorithms that are used to derive and 

interpret experiment data. Parameter inputs and configurations of the software are the knowledge 

and experience of the researchers who drive the research processes. Therefore, software, and the 

                                                

 
1
 http://pan-data.eu/  

http://pan-data.eu/
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parameters and configurations used in running software are essential elements in the research 

process. Apart from them, the researchers who conduct the research are also critical to creditability 

of the results. It is well known that researchers with high profiles or well-known reputations in a 

field attract attention to their research. The people who are involved in the processes are also seen 

as an integral part of the provenance of a research object. Therefore, in order to capture the prov-

enance of research objects in the process, software, parameters and configurations that are used 

to execute the software, and the people who run the software are all important.  

 

The processes conducted by investigators and collaborators are driven forward by the answers to 

the hypothesis they set out at the beginning. From their point of view, the provenance records for 

their research are built up by progressively accumulating objects generated along the process: the 

output from one process is the input to another and the process is going forwards. This can be 

illustrated with the Reverse Monte Carol (RMC) data analysis workflow [Yang et. al. 2011], depict-

ed in Figure 1. This is a workflow that scientists use after they receive the experiment data from the 

ISIS GEM instrument. The data reduction process, a role taken by a program called Gudrun2, 

takes the raw data from ISIS data store as inputs and produce the outputs ï scattering functions. 

These functions, alongside with the control files, and parameters (inputted by researchers), are 

inputs to the MCGR or STOG programs for the Fourier transform of the Scattering function to per-

form the Pair distribution function (PDF). This is only a subset (or a branch) of the processes that 

scientists follow. It can iteratively be performed many times, back and forth. At the bottom of the 

diagram is the set of resultant data that come out from the RMC data analysis workflow. Here, they 

are a set of functions, files, and configurations. Scientists can take them further using various visu-

alization packages, such as Atomeye3, to produce the visualization of the atom structure of the 

matter.  

 

A more complex use of RMCprofile4 to derive resultant data is illustrated in Figure 2. This is inter-

esting because it shows that the outputs from a workflow, e.g. the outputs from the neutron data 

analysis pipeline, as illustrated in Figure 1, can be in combination with the data from other types of 

experiments: X-ray (i.e. EXAFS) and NMR to derive and refine atomic models that are the key to 

the functional properties of materials. This example shows the complexity of capturing the prove-

nance from the research processes in the real world. A recent PaNdata statistics5 has shown that 

over 22% of the PaNdata users use more than one facility in Europe and there are 6.9% users who 

use Neutron and Photon facilities. This is a strong indication of users in our community are getting 

a diverse range of data for data analysis. 

 

So, this is the case of driving research processes forward using provenance records. In the real 

world, people also look at these processes backwards: from the resultant data backwards to every 

step in the workflow. This is the case when an interesting piece of research is published other re-

searchers are not only interested in the findings, i.e. the resultant data, but also the processes in-

volved in deriving the data. That is, they look at the workflows backwards, aiming to verify the data, 

repeat the processes, or identify the key parameters/values that have been used to derive the con-

clusions. Unlike the ñforwardò workflow case, people examine the workflows backwards. From a 

                                                

 
2
 http://wwwisis2.isis.rl.ac.uk/disordered/Manuals/gudrun/gudrun_GEM.htm 

3
 http://li.mit.edu/Archive/Graphics/A/ 

4
 http://www.rmcprofile.org/ 

5
 http://wiki.pan-data.eu/CountingUsers 

http://wwwisis2.isis.rl.ac.uk/disordered/Manuals/gudrun/gudrun_GEM.htm
http://li.mit.edu/Archive/Graphics/A/
http://www.rmcprofile.org/Useful
http://wiki.pan-data.eu/CountingUsers


PaN-data ODI  Deliverable: D6.2 

 

Page 6 of 40 

 

provenance point of view, it is clear that capturing the research objects and the processes is not 

enough. The relationships between the objects and the processes should also be captured.  

Therefore, we take a simplified view of provenance as follows:  

 

The provenance of a (research) object is the ñtraceò or the ñpathò that allows tracking the 

creation, ownership, and history of the development of the research that leads to the object.  

 

This path may involve one or more objects captured in a chronological order through the lifecycle, 

reflecting the sequence of knowledge being captured. 

 

To summarise, the provenance of a research object can be gathered from the answers to the fol-

lowing eight questions:  

 

1. Who  creates it? ï e.g. the facility where it was produced 

2. What  is it? ï e.g. title of the experiment producing the object, or title of the publication 

3. Where is it? ï e.g. location to the object 

4. Where  was it created? - e.g. the instrument/beamline where it was produced 

5. When  was it created? ï e.g. the timestamp of the object when it was produced 

6. Who owns it? ï e.g. the identity of the users who were involved in the experiment 

7. The context  in which it was created 

8. How  was it created? ï e.g. the name and version of the software used to generate the ob-

ject, sometimes, also including the command and parameters that was used  

9. Based on what source object(s) was it created from? ï e.g. when a paper is published 

based on some datasets produced at a facility, the source objects are the datasets and the 

paper is the (derived) object 

 

However, the workflows that everybody follows can be very different, even though they may start 

with the same input data. This is fairly common in the neutron and photon community. According to 

SAS portal6, for the small angle scattering technique7, a technique that is available in neutron and 

x-ray instruments, there are at least 17 software packages available for data reduction and visuali-

zation and 9 software packages for model fitting. This has many implications to dealing with prove-

nance in the real world. For the well-established experimental techniques, many software packag-

es are available to the scientists. The diversity comes from the proliferation of programming lan-

guages (e.g. Java, C++, and Python), operating systems/ platforms, and data formats (HDF, Nex-

us, and other propriety formats). In order to capture provenance, it is critical to take into account 

the diversity of software. 

 

One objective of a data catalogue can be seen as to store and make available the above infor-

mation. For example, for the suite of toolkits offered by ICAT 4.2 data catalogue system are de-

signed to capture information from questions 1) ï 6), and more. In this deliverable, a proposal of 

extending the underlying ICAT schema to accommodate information from 7) to 8) will be presented 

in Section 3 ï a metadata model for facility processes. From an implementation point of view, when 

the answer to item 8) is stored as a bi-direction link between the sources and the object, it not only 

allows the derived object to have the provenance back to the sources, but also enables the owner 

or creation organisation of the source objects to keep track of the use of sources.  
                                                

 
6
 http://smallangle.org/content/Software 

7
 http://en.wikipedia.org/wiki/Small-angle_scattering 

http://smallangle.org/content/Software
http://en.wikipedia.org/wiki/Small-angle_scattering
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Figure 1 A Data Analysis Workflow for ISIS GEM Instrument  

 

 
 

Figure 2 Complex Modelling Using RMCProfile  with X-ray, neutron, and NMR data  
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All the above factors, data, people, and software significantly influence how provenance can be 

captured, expressed, stored and used.   

1.2 State of the art  

 

Facility operators are interested in downstream science development, in particular, publications, 

based on the data originated from their facilities. Most of them are contributing actively to devel-

opment of software analysis frameworks for users and their scientists to enable effective down-

stream data analysis. For example, the Mantid8 data analysis framework is a software package 

being actively developed by ISIS and SNS and the DAWN9 data analysis workbench is a joint effort 

between Diamond Light Source, ESRF and EMBL. Most facilities have institutional publication re-

pository to capture and make available the publications produced from their experiments. Most 

facilities develop and support data management for experiment data. But, despite their interest in 

the downstream development, very few provide support to help scientists to manage the prove-

nance of research objects generated in the downstream pipelines.  

 

This is partly to do with the vast diversity and capabilities of the software available to the scientists. 

Once an experiment is finished and data is taken off site, there is not much a facility can do regard-

ing the handling of data and publications because the owner of these research objects are the in-

vestigators of the experiment. This, in effect, makes it difficult to capture the provenance for re-

search objects.  

 

However, on the other hand, some facilities in the PaNdata community have already been captur-

ing data provenance. Some facilities, in particular synchrotrons with high data volume beamlines, 

have already been collecting provenance data for some of their beamlines as part of the automat-

ed post-processing pipelines for experiments. For example, in the tomography provenance use 

case presented in D6.1, Diamond is collecting, cataloging, and archiving ñreconstructedò images 

alongside with the raw images. This is also the case with the Macromolecular beamlines (i2, i3, i4, 

i4a) in Diamond. As increasingly more synchrotron beamlines are heavily automated, the starting 

point of data analysis for many users is no long the raw data, but the processed data produced by 

automated post-processing pipelines in the facilities. Users can still have access to the raw data. 

However, when the users are overwhelmed by data volume and sometimes also by the expertise, 

compute and storage resources required for the processing, many may pay very little attention to 

the raw data as before. Further, facilities are increasingly offering ñexpress servicesò where more 

routine experimental analyses can be undertaken by the facility on receipt of a sample without 

much, if any, interventions from users. In this case, good provenance management for the data is 

essential to ensure quality results are delivered. 

 

Therefore, from a science viewpoint, as the ñplace of originò for the processed data, it is important 

for the facilities to have a systematic, open and standarised approach to describe, keep track of 

and preserve the provenance of the processed data made available to scientists.  

 

                                                

 
8
 http://www.mantidproject.org/  

9
 http://www.dawnsci.org/  

http://www.mantidproject.org/
http://www.dawnsci.org/
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1.3 Scope and Structure of this report  

 

Enabling provenance support in the PaNdata community is a vast topic, including issues around 

capturing, expressing, cataloging, storing, using, linking, and preserving the provenance of re-

search objects throughout the facility lifecycle and/or cross facilities. This report particularly focus-

es on examining two aspects of provenance issues: 1) common ontology definitions for the prove-

nance of research objects in the PaNdata community; and 2) a common definition of tools and ar-

chitecture to enable the support of provenance. The former is the first step towards formulating of a 

common ñlanguageò or vocabulary when the provenance of data or publications is discussed. The 

latter has two aims: a) to identify the gaps in the current tooling offers in the community; and b) to 

propose a common architecture to underpin the current and future provenance tool developments 

for the community so that users can maximally benefit from provenance support made available by 

different facilities and from different tools. Both are important for the longevity of the provenance of 

research objects. 

1.4 Relationship to other PanData W ork Packages  

 

The work described in this report mostly relates to two other PaNdata-ODI work packages ï WP4 

data catalogue and WP5 ï virtual labs. Within WP4, the latest deliverable (D4.2) describes the 

process of ingesting Nexus files into ICAT. D4.2 focuses on ingesting raw data, i.e. the data pro-

duced by facility instruments. Work is currently underway to ingest processed data into ICAT. The 

CSMD model, described in Section 3 of this deliverable, gives out the details of the data model 

behind the current ICAT implementation and its capabilities of handling processed data.  

 

WP5 focuses on three use cases (called virtual labs) of a common data catalogue for the PaNdata 

community to perform cross facility data analysis. An important task of WP5 is to propose a com-

mon application definition10 for Nexus data files produced from each of the three types of experi-

mental techniques: power diffraction, small angle scattering, and tomography/paleontology. Part of 

the information captured in the application definition ends up in the data catalogue. Such infor-

mation will be used by users when they perform search across multiple data catalogues hosted by 

different facilities.  

1.5 Some Remark s 

 

This deliverable sets in the context of this project. When it comes to select examples, use cases, 

and state-of-the-art practice, we have chosen to draw such cases from the PanData-ODI partners. 

This allows us to be more tuned to the real issues and concerns in the community today and those 

looming on the horizon. However, we believe that such discussion is applicable to a much wider 

context in the science community. We will further explore this topic in the discussion section of this 

deliverable.  

 

                                                

 
10

 ñNeXus application definitions define the minimum set of terms that must be used in an instance of that 

class. Consider the application definitions as a contract between a data provider (such as the beam line con-

trol system) and a data consumer (such as a data analysis program for a scientific technique) that describes 

the information is certain to be available in a data file.ò  

http://download.nexusformat.org/doc/html/classes/applications/index.html (accessed 19 June 2013) 

http://download.nexusformat.org/doc/html/classes/applications/index.html
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Regarding controlled vocabularies, the aim of this deliverable is not to define and propose a defini-

tive set of technical terms for the PaNdata community. Rather, it is an effort of developing a set of 

controlled vocabularies for the community, the first of its kind in a project of such a scale, involving 

more than 10 European photon and neutron facilities. Note that there has been similar attempt in 

the past [ISIS-metadata-2006], but that was with ISIS alone.  

 

In the context of this deliverable, ICAT means the latest release of ICAT 4.3, which offers capabili-

ties to support processed data cataloguing.  
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2 Controlled vocabularies  

 

ñControlled vocabularies  provide a way to organize knowledge for subsequent retrieval. They are used 

in subject indexing schemes, subject headings, thesauri, taxonomies and other form of knowledge organiza-

tion systems. Controlled vocabulary schemes mandate the use of predefined, authorised terms that have 

been preselected by the designer of the vocabulary.ò 

 

From Wikipedia (http://en.wikipedia.org/wiki/Controlled_vocabulary) 

2.1 Controlled vocabulary  and PaNdata  

 

Controlled vocabularies are primarily used in knowledge organisation systems for tagging and an-

notating unit of information (document and work) as a commonly agreed set of terminologies for 

expressing and exchanging information within a community. Traditionally, they are used by librar-

ies, in particular, within library cataloguing systems as subject headings, or subject indexing 

schemes, for books, printed materials, and different manifestations of works (e.g. works published 

in different media formats, DVD, CD, film). Applying subject topics and sub-topics to every item in a 

collection is time-consuming and laborious. Traditionally, using knowledge organisation systems is 

a costly human and intellectual endeavor, typically a specialty of trained professionals (librarians) 

and a privilege of the well-resourced institutions. Therefore, even though they are very useful in 

indexing and searching context, the practical use of controlled vocabularies for scientific data is 

limited in the photon and neutron facilities worldwide.  

 

On the other hand, even with the well-resourced libraries in the world, keeping up a list of the state-

of-the-art subject headings for the rapidly developing scientific fields is very challenging. For ex-

ample, the term ñfluorescence tomographyò is not available in the Library of Congress Subject 

Headings (LCSH) which is offered by the Library of Congress, one of the most well-resourced li-

braries in the world, as a linked data service (authorities and vocabularies, http://id.loc.gov), alt-

hough the term ñtomographyò is available. This is because the former term is a very recent devel-

opment since about the year 2000 in the field of optical tomography, for studying tissues in medical 

imaging11. But the latter term has been around for many decades. Most techniques used, devel-

oped, and supported by the PaNdata facilities are cutting edge. The capabilities of many instru-

ments and beamlines are unique in that researchers can rarely find another one with identical 

specifications and features elsewhere in the world.  

 

Having a set of well-defined controlled vocabularies is important to provenance management in the 

facility lifecycle. When digital assets (e.g. data, software, and publication) are tagged with the same 

knowledge management system, it makes it possible for users to perform useful search across 

data catalogues.  

 

 

 

 

                                                

 
11

 http://en.wikipedia.org/wiki/Optical_tomography  

http://en.wikipedia.org/wiki/Subject_indexing
http://en.wikipedia.org/wiki/Subject_heading
http://en.wikipedia.org/wiki/Thesauri
http://en.wikipedia.org/wiki/Taxonomies
http://en.wikipedia.org/wiki/Knowledge_organization_system
http://en.wikipedia.org/wiki/Knowledge_organization_system
http://en.wikipedia.org/wiki/Controlled_vocabulary
http://id.loc.gov/
http://en.wikipedia.org/wiki/Optical_tomography
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In this deliverable, we are interested in four categories of information related to facility science: 

facility, instrument, (experiment) technique, and parameter. Figure 3 depicts the relationship be-

tween a controlled vocabulary keyword catalogue (aka. keyword catalog) and the other catalogues 

currently present in the PaNdata community, including software, data, and publication catalogues.  

It illustrates a conceptual model of the relationship among these catalogues and between the cata-

logues and the facility lifecycle. The top row comprises of three stages in the facility lifecycle: ex-

periment, (data) analysis, and publication. The raw data from the experiment stage, alongside with 

other information about an experiment, such as the title of an experiment, investigators, samples, 

are captured and ingested into a data catalogue. The processed data from the analysis stage are 

also fed into the data catalogue. The outputs from the publication stage are gathered into a publi-

cation catalogue. The information from the keyword catalogue can be systematically leveraged, for 

example, through APIs, in the other catalogues so that they are underpinned by a consistent set of 

controlled vocabulary, which becomes the foundation of linking up research objects stored and 

catalogued in different repositories.  

 

 

 

 

 

 

 

 

 

 

 

 

2.2 Tools   

 

In the creation of the PaNdata controlled vocabulary, a range of tools and technologies were used.  

Protégé12 is a free, open source ontology editor and knowledge base framework. It has been used 

widely by the semantic web community to organize their knowledge base. It is used fairly exten-

sively by the bioinformatics and life science communities in association with workflow tools, such 

as Taverna13.  

 

The Resource Description Framework14 (RDF), a standard model for data interchange on the Web, 

is used to define the structure of data. This structure is based on the simple form of triples: Subject 

- Predicate ï Object. RDFS15 (RDF Schema) defines some classes which represent the concept of 

subjects, objects, and predicates, meaning that statements about classes of thing, and types of 

relationship can be made. The Web Ontology Language (OWL), a W3C standard that built on top 

of RDF and RDFS, adds semantics to the schema. For example, OWL is used to express that one 

class is the same as another class using the ñowl:sameAsò predicate. This is used in the controlled 

                                                

 
12

 http://protege.stanford.edu/  
13

 http://www.taverna.org.uk/  
14

 http://www.w3.org/RDF  
15

 http://www.w3.org/TR/rdf-schema/  

Experiment 

Keyword Catalogue 

Analysis Publication 

Software  
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Data 
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Publication 
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Figure 3 The relationship between a Keyword catalogue and 
other types of catalogues in the PaNdata community  

http://protege.stanford.edu/
http://www.taverna.org.uk/
http://www.w3.org/RDF
http://www.w3.org/TR/rdf-schema/


PaN-data ODI  Deliverable: D6.2 

 

Page 13 of 40 

 

vocabularies to express the fact that two things are synonyms. For example, neutron diffraction is 

also called inelastic neutron scattering. This is useful because one can start joining up data entries 

from the same data catalogue or across different data catalogues, which may or may not be at the 

same facility. Apart from OWL/RDF, the final representation of the controlled vocabulary is in 

SKOS16, used in an early version of the Library of Congress Subject Headings (LCSH)17, is also 

included. SKOS (Simple Knowledge Organisation System) is a standard representation of con-

trolled vocabularies suitable for use on the Web, and thus using Semantic Web standards including 

RDF as its underlying model. SKOS provides a notion of a Concept to capture a subject of interest, 

which can be provided with a number of human readable labels and a mechanism to allow Con-

cepts to be organized via hierarchical (broader/narrower) and non-hierarchical relationships.  

SKOS has now become establised as a standard representation for exchanging con-trolled vocab-

ularies.  It is thus well-suited for use in defining controlled vocabularies for PaNData. 

 

The general steps we have followed to generate the controlled vocabularies are as follows:  

 

1. Collecting list of techniques under each instituteôs web site 

2. Going through each list and removed the duplicates and creating a joint list 

3. Identifying alternative terms 

4. Using Protégé and represent this list in SKOS 

 

The rest of this chapter first describes how we build the controlled vocabularies, what areas are 

selected to be included in this first version of controlled vocabularies for PaNdata. Then, we dis-

cuss practical implementation issues around making a key catalogue available.  

2.3 The Controlled vocabularies  

 

Collecting the list of controlled vocabularies was not straightforward. The full set of controlled vo-

cabularies is made available via URLs18.  

 

There are several reasons why it was a challenge to create them. First, most facilities use html 

pages on their website with no semantic framework underpinning it. It is difficult, if not impossible, 

to automatically extract the keywords of interest from the website. In other words, because the 

websites are not semantically structured, the terms and relationships have to be extracted manual-

ly and laboriously. Second, the classification of the techniques can be different for different scien-

tists. For example, different from a chemist, a physicist may have a different view regarding how a 

particular technique should be classified under what category. Because there are no commonly 

agreed controlled vocabularies for the neutron and photon community, different facilities can de-

scribe the techniques and the classification of the techniques in the way they see it. As a result, 

there are inconsistencies between how the terminologies used by one facility from another. Similar-

ly, the classification of the techniques is also different. This gets even more complicated when it 

comes to sub categories of techniques, named sub-techniques. Normally, there are sub-

techniques under a general technique. For example, as illustrated in Figure 4, the small angle neu-

tron scattering (SANS) technique includes Grazing incident SANS, Spin echo SANS, and Time-of-

                                                

 
16

 http://www.w3.org/TR/2008/WD-skos-reference-20080829/skos.html  
17

 http://en.wikipedia.org/wiki/Library_of_Congress_Subject_Headings 
18

 http://www.stfc.ac.uk/e-science/ 

http://www.w3.org/TR/2008/WD-skos-reference-20080829/skos.html
http://en.wikipedia.org/wiki/Library_of_Congress_Subject_Headings
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flight SANS. And finally, one technique can go under a few different categories, for example, fluo-

rescence tomography can go under luminescence, imaging and tomography.  

 

The SKOS representation can be exported in many formats: including OWL/XML, RDF/XML, and 

Turtle19. For the techniques that have synonyms, the relationship is expressed as ñalternative 

termsò in SKOS. With this extra piece of information added into SKOS, it can be then be exported 

in RDF/XML and turtle format. An example of such is illustrated in the appendix.  

 

 
 

Figure 4 A Protégé  Screenshot of t echniques and sub-techniques in the SKOS representation  

Gathering the instrument list was relatively straight forward, as all the facilities had made the list 

publicly available on their website on an eminent place. It was just a matter of locating the instru-

ment and populating them in Protégé.  It was worth pointing out that each facility categorises their 

instruments differently, e.g. on the ILL website,  one can view the beamline list by energy, beam 

size and there is also ósearchô function using energy, discipline, technique and keyword. 

 

                                                

 
19

 http://www.w3.org/TeamSubmission/turtle/ 

http://www.w3.org/TeamSubmission/turtle/
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Figure 5 A Protégé  Screenshot of the facilities and instruments/beamlines  
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3 A metadata model for facility processes  

The Core Scientific Metadata Model (CSMD) is a metadata model oriented towards facilities sci-

ence which has been developed at STFC over the last 10 years; for earlier work see [Sufi & Mat-

thews 2004, 2005; Matthews et al 2009].  The CSMD is being used as the core metadata model 

within the data management infrastructure which is being developed for the large scale scientific 

facilities supported by STFC including the ISIS Neutron Source and the Diamond Light Source, 

and now being used across the PaN-Data consortium and elsewhere. It has been the result of an 

analysis of science practice over a number of years and a number of projects to allow the user to 

manage their own data, and have access to other interesting data.  The currently version is CSMD 

v.4.0, and the ICAT data catalogue is based on this version, though the database schema of ICAT 

has a number of modifications and additions to accommodate the practical implementation of the 

database. 

 

The model is intended to capture high level information about investigations undertaken at facilities 

and the data that they produce.  However, it is designed to be generic across scientific disciplines 

and has application beyond facilities science, particularly in the ñstructural sciencesò (such as 

chemistry, material science, earth science, and biochemistry) which are concerned with the molec-

ular structure of substances, and within which systematic experimental analyses are undertaken on 

material samples. 

 

In this section, we briefly describe the CSMD model and it expression as an OWL Ontology, dis-

cuss its relationship with Provenance models, and describe the support it gives for provenance, 

with proposals for further modifications.  For more details see the ICAT Google Code site20. 

3.1 The core metadata  model  

 
CSMD is organised around a notion of Studies, a study being a body of scientific work on a particu-

lar subject of interest.  During a study, a scientist would perform a number of activities e.g. experi-

ments, observations, measurements and simulations. Results from these activities usually run 

through different stages: the collection of raw data, the generation of analysed or derived data 

through the application of software tools, and end results. Data should be grouped accordingly, 

and associated with the appropriate experimental parameters. Not all information captured in spe-

cific metadata schemas would be used to search for this data or distinguish one data set from an-

other, give possibility to select special parameter.  The CSMD is designed to be a common general 

format/standard for Scientific Studies and their associated data holdings. 

 

Thus this model: 

 

- Forms a specification for the types of metadata which should be captured during Scientific 
Studies 

- Allows citation, collaboration, exploitation and integration of information on scientific 
studies. 

- Allow easy integration of distributed heterogeneous metadata systems into a homogeneous 
(albeit virtual)  platform 

 

                                                

 
20

 https://code.google.com/p/icatproject/wiki/CSMD  

https://code.google.com/p/icatproject/wiki/CSMD
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The CSMD has been developed to be a core system which is extensible and can be specialised to 

particular scientific domains, so it does not make assumptions about the specific terminology of the 

domain.  

 

The use of the CSMD for facilities is focused on capturing the activities associated with the facili-

ties science lifecycle as detailed in [PanData ODI D6.1], which generically is called an Investiga-

tion21.   Thus the Investigation concept represents those activities and research outputs associated 

with one approved application for use of the facilities.   In practise, this may involve a number of 

visits to use a number of instruments, analysing a number of samples and generating a number of 

resultant data sets.  

  

The model thus defines a hierarchical model of the structure of scientific research around studies 

and investigations, with their associated information, and also a generic model of the organisation 

of data sets into collections and files.  Specific data sets can be associated with the appropriate 

experimental parameters, and details of the files holding the actual data, including their location for 

linking.  This provides a detailed description of the study, although not all information captured in 

specific metadata schemas would be used to search for this data or distinguish one data set from 

another.  

 

 
 

Figure 6 Main entities of the CSMD  

                                                

 
21

 The use of the term Investigation for the activities associated with a facilities experiment has been a matter 

of historical evolution as the use of the model has changed, and may not best express the activity.  However, 

its usage is so established that this would be difficult to change. 
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The metadata within the general structure is laid in a series of classes and subclasses. We do not 

describe the whole model in detail for reasons of space, but rather select some areas of particular 

interest. The core entities of the CSMD for a study are given in 6, and are summarised as follows. 

 

- Investigation . The fundamental unit of a facility study, associated with an accepted proposal 
for use of the facility to undertake a series of experiments.   Attributes including a title, 
abstract, dates, and unique identifiers referencing the particular investigation.   
 

- Facility .  The facility which is used within the investigation, hosting the instrument and 
experiments. 
 

- Instrument . The instruments the investigation uses to carry out experiments. 
 

- Sample .  Information on the material sample analysed within the investigation.  The model 
has attributes for a sampleôs name, chemical formula and any associated special information, 
such as specific safety information on a toxic material. 

 

- Dataset . One or more datasets can be associated with an investigation, representing different 
runs or analyses on a sample.  Initially a raw data set can be attached to the investigation, but 
subsequently, analysed datasets can also be added.   

 

- Datafile .  The CSMD takes a hierarchical view of data holdings, as data sets may contain 
other dataset as well as units of storage, typically datafiles.  Each datafile has more detailed 
attributes, including its name, version, location, data format, creation and modification time, 
and fixity information such as a Checksum. 

 

- Parameter . Parameters describe measureable quantities associated with the investigation, 
such as temperature, pressure, or scattering angle, describing either the parameters of the 
sample, the environment the data was collected in, or the parameters being measured.  
Parameters can be associated at different levels: the investigation, the sample, dataset or the 
datafile, and have attributes for names, units, values, and allowable data ranges.  These 
different type of parameter are all represented as subclasses of the general Parameter class.  

 

- InvestigationUser : a user (represented as a separate entity, omitted for clarity) associated 
with a role in the investigation.  

 

Additionally, a number of other entities are defined to capture for example, associated publications, 

data format used, sample types (representing the class of material under analysis, of which the 

sample is a particular instance), parameter types (representing the classes of parameters of which 

the parameters are particular instances).  Further entities capture specialist facility concepts, such 

as ñshiftsò (representing a daily time period within which the experiment was undertaken) and ñcy-

clesò (representing a period of weeks or months where the facility is in active operation between 

ñshutdownò periods of maintenance).  

 

A full UML class diagram of the model is given in Figure 7. 
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Figure 7 UML Class Diagram for the CSMD  

3.2 OWL representation   

 

We support this metadata model by providing a representation as an OWL ontology.  This will al-

low us to represent metadata as RDF triples within triple stores (or provide a triple based front end 

onto metadata databases such as ICAT via for example a SPARQL endpoint.  This will allow us to 

publish data about experiments into Linked Open Data., furthering the publication, exchange and 

sharing of metadata about facilities experiments, as well as its combination with other metadata 

items.  We give a sample of the OWL representation, for reasons of brevity.  The full model can be 

found on the ICAT Google Code site.  

 

 

The OWL representation has a base URI:   http://www.purl.org/net/CSMD/4.0#  
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The OWL representation reflects the UML model closely.  Thus for each UML there is a corre-

sponding OWL Class, as below (using RDF/XML notation): 

 

     

    <! --  csmd:Investigation -- > 

 

    <owl:Class rdf:about="csmd:Investigation">  

        <rdfs:label>Investigation</rdfs:label>  

        <rdfs:comment>An investigation or experiment</rdfs:comment>  

    </owl:Class>  

 

    <! --  csmd:Facility -- > 

 

    <owl:Class rdf:about ="csmd:Facility">  

        <rdfs:label>Facility</rdfs:label>  

        <rdfs:comment>An experimental facility</rdfs:comment>  

    </owl:Class>  

 

    <! --  csmd:Dataset -- > 

 

    <owl:Class rdf:about="csmd:Dataset">  

        <rdfs:label>Dataset</rdfs:label>  

        <rdfs:comment>A collection of data files and part of an invest i-

gation</rdfs:comment>  

    </owl:Class>  

 

    <! --  csmd:Datafile -- > 

 

    <owl:Class rdf:about="csmd:Datafile">  

        <rdfs:label>Datafile</rdfs:label>  

        <rdfs:comment>A data file </rdfs:comment>  

    </owl:Class>  

 

 

For each Class attribute in the UML model, there is a corresponding OWL DatatypeProperty, con-

ventionally named by prefixing the domain Class name with the attribute name as in the below: 

 

 

    <! --  csmd:investigation_star tDate -- > 

 

    <owl:DatatypeProperty rdf:about="csmd:investigation_startDate">  

        <rdf:type rdf:resource="&owl;FunctionalProperty"/>  

        <rdfs:label>investigation_startDate</rdfs:label>  

        <rdfs:comment>The time at which the investiation was initia t-

ed</rdfs:comment>  

        <rdfs:domain rdf:resource="csmd:Investigation"/>  

        <rdfs:range rdf:resource="&xsd;dateTime"/>  

    </owl:DatatypeProperty>  
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    <! --  csmd:investigation_summary -- > 

 

    <owl:DatatypeProperty rdf:about="csmd:investigation_summary">  

        <rdfs:label>investigation_summary</rdfs:label>  

        <rdfs:comment>Summary or abstract</rdfs:comment>  

        <rdfs:domain rdf:resource="csmd:Investigation"/>  

        <rdfs:range rdf:re source="&xsd;string"/>  

    </owl:DatatypeProperty>  

     

    <! --  csmd:investigation_title -- > 

 

    <owl:DatatypeProperty rdf:about="csmd:investigation_title">  

        <rdfs:label>investigation_title</rdfs:label>  

        <rdfs:comment> Full title of the investigation</rdfs:comment>  

        <rdfs:domain rdf:resource="csmd:Investigation"/>  

        <rdfs:range rdf:resource="&xsd;string"/>  

    </owl:DatatypeProperty>  

     

 

Similarly, for each association in the UML model, there are two corresponding OWL ObjectProper-

ties which form a pair of inverse Properties22, conventionally named by prefixing the domain Class 

name with the range Class name23.  This is because whilst the associations in UML are not di-

rected, properties in OWL are.  This results for example in the below: 

 

     

    <! --  csmd:facility_instrument -- > 

 

    <owl:ObjectProperty rdf:about="csmd:facility_instrument">  

        <rdfs:label>facility_instrument</rdfs:label>  

        <rdfs:comment>An Instrument supported by a facil i-

ty.< /rdfs:comment>  

        <rdfs:domain rdf:resource="csmd:Facility"/>  

        <rdfs:range rdf:resource="csmd:Instrument"/>  

        <owl:inverseOf rdf:resource="csmd:instrument_facility"/>  

    </owl:ObjectProperty>  

 

    <! --  csmd:instrument_facility -- > 

 

    <owl:ObjectProperty rdf:about="csmd:instrument_facility">  

        <rdf:type rdf:resource="&owl;FunctionalProperty"/>  

        <rdfs:label>instrument_facility</rdfs:label>  

                                                

 
22

 Inverse properties in OWL have the characteristic that one is the reverse direction to the other, thus if 

properties P and Q are inverse, and the triple (x, P, y) holds, then so does (y, Q, x) and vice versa. 
23

 This naming convention while systematic may not be the most natural, so there may be a requirement to 

provide synonyms for the properties 
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        <rdfs:comment>The fa cility which has this instr u-

ment. </rdfs:comment>  

        <rdfs:range rdf:resource="csmd:Facility"/>  

        <rdfs:domain rdf:resource="csmd:Instrument"/>  

    </owl:ObjectProperty>  

 

    <! --  csmd:investigation_dataset -- > 

 

    <owl:ObjectProperty rdf:about="csmd:investigation_dataset">  

        <rdf:type rdf:resour ce="&owl;InverseFunctionalProperty"/>  

        <rdfs:label>investigation_dataset</rdfs:label>  

        <rdfs:comment>A data set which is the result of an investig a-

tion</rdfs:comment>  

        <rdfs:range rdf:resource="csmd:Dataset"/>  

        <rdfs:domain rdf:resource="csmd:Investigation"/>  

    </owl:ObjectProperty>  

 

    <! --  csmd:dataset_investigation -- > 

 

    <owl:ObjectProperty rdf:about="csmd:dataset_investigation">  

        <rdf:type rdf:resource="&owl;FunctionalProperty"/>  

        <rdfs:lab el>dataset_investigation</rdfs:label>  

        <rdfs:comment></rdfs:comment>  

        <rdfs:comment>The investigation associated with an d a-

taset</rdfs:comment>  

        <rdfs:domain rdf:resource="csmd:Dataset"/>  

        <rdfs:range rdf:resource="csmd:Investig ation"/>  

        <owl:inverseOf rdf:resource="csmd:investigation_dataset"/>  

    </owl:ObjectProperty>  

 

     

Note also that some object properties are declared as OWL Functional (or inverseFunctional) 

properties; this reflects the cardinality constraints of the UML model into the OWL model. 

 

3.3 Supporting Provenance  

 

In order to support provenance, we need to relate the model of facility experiments encapsulated in 

the ñdata-centricò view expressed in the CSMD with a notion of scientific activity, so that we can 

provide a notion of the further processes and outputs involved with managing the data.  We relate 

the model with the general notion of a process given in the W3C Prov model24, which gives a high 

level view of a process step as in 8. 

 

 

 

                                                

 
24

 PROV-O: The PROV Ontology, W3C Recommendation 30 April 2013, http://www.w3.org/TR/prov-o/ 

http://www.w3.org/TR/prov-o/


PaN-data ODI  Deliverable: D6.2 

 

Page 23 of 40 

 

 

 

 
 

 
Figure 8 High level view of the structure of Prov records  

Thus the Prov model defines three general classes25: 

 

-  Entities  are ñphysical, digital, conceptual, or other kinds of thing. é Provenance records 
can describe the provenance of entities, and an entityôs provenance may refer to many 
other entitiesò.   

- Activities  are ñhow entities come into existence and how their attributes change to become 
new entitiesé They are dynamic aspects of the world, such as actions, processes, etcò. 

- Agent   which take ña role in an activity such that the agent can be assigned some degree 
of responsibility for the activity taking place. An agent can be a person, a piece of software, 
an inanimate object, an organization, or other entities that may be ascribed responsibilityò. 
 

Then the general properties relate these class instances together to represent the relationships 

between entities and how they were processed by whom to form a record of provenance.  Note 

that, in common with many approaches to representing provenance, these relationships take the 

point of view of an historical record of the origins of entities, asking the question ñwhere does this 

entity come fromò, so the arrows point from the future to the past. 

 

In the CSMD model, Entities include datasets, datafiles, samples, and indeed,   investigations 

themselves as a conceptual object representing the entirety of the experiment while the Investiga-

tionUser and instruments are Agents.   We can add these relationships into the OWL model by 

making the appropriate CSMD OWL classes subclasses of the PROV-O classes. 

 

The provenance step for which we have the most immediate need is the use of an analytic soft-

ware package on datasets or specific data files, to generate new datasets and datafiles.  Conse-

quently, a new class Job has been added to CSMD to represent the Activity (in the PROV sense) 

of running a software package on a set of input data to derive a set of output data.   We represent 

this in UML as in Figure 9. 

 

                                                

 
25

 As defined in natural language in PROV Model Primer, W3C Working Group Note 30 April 2013 

http://www.w3.org/TR/prov-primer/  

http://www.w3.org/TR/prov-primer/
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Figure 9: Modelling jobs in CSMD  

 

Thus a Job is an Activity which is associated with a software application as an Agent (again in the 

PROV-O sense) and takes a number of input data sets and data files within those data sets as 

inputs, and outputs data files and dataset as output.  These data sets are themselves linked into 

the Investigation.    Thus inputDataSet and inputDataFile are associations which are specialisa-

tions of the PROV-O uses property, and outputDataSet and outputDataFile are associations which 

are specialisations of the PROV-O wasGeneratedBy property (with appropriate directionality). 

 

 

 
 

 

Figure 10: A Run model for CSMD  
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We can generalize this notion of Scientific Activity in the CSMD model to add a general class of 

activities, and add other types of activity.   Thus we can add a ñRunò activity to the CSMD repre-

senting the particular activity of generating a dataset from a sample using an instrument (an 

agent), as in Figure 10. 

 

We would also relate the Investigation to the Run.  Adding a Run entity to the CSMD is not includ-

ed within CSMD 4.0, and is still under discussion as it not as yet accepted that this adds to the 

current use of ICAT; however, it would make the model more consistent in the representation of 

provenance. 
 

  

 

 

  



PaN-data ODI  Deliverable: D6.2 

 

Page 26 of 40 

 

4 Supporting provenance  in PaNdata  

We have taken a top-down approach in approaching the problem of supporting provenance in 

PaNdata by presenting a set of controlled vocabularies for facility science and then presenting a 

new version of the CSMD model which has been extended to accommodate the processes and the 

data assets captured throughout the facility lifecycle. In this section, we have selected a range of 

software packages that support provenance from the PaNdata community to examine the current 

state of practice and highlight the gaps.  

4.1 Digital assets throughout the facility lifecycle : a revisit  

 

Throughout the lifecycle, three types of digital assets are relevant to provenance, they are: data, 

software, and publication. In some facilities, data and publication are catalogued and stored in data 

catalogue and publication catalogue, respectively. But, most facilities do not have systematic soft-

ware catalogue. ILLôs PanSoft system is perhaps the most notable software catalogue support the 

capturing and cataloguing data analysis software.  

 

The meaning of software and publication is relatively straightforward and self-explanatory. We 

therefore focus on the meaning of data. In the big data era, data is perhaps the most broadly inter-

preted term, having different meaning to different people in different communities. In PaNdata, data 

comes in three types, they are: experiment data, analysed data, and resultant data. Raw26 experi-

ment data primarily refer to the data about the samples generated during the experiment captured 

through a data acquisition system. All the facilities also provide readings about instrument or 

beamline as supplementary data, called calibration data, which are used to calibrate the raw data. 

There are also many other types of ñsupplementaryò data to the experiment data, for example, 

sample data, instrument configurations, and sample environment data. In reality, when people talk 

about experiment data, it normally encompasses all these data about their experiment that they 

receive from a facility.  

 

Analysed data is, again, a very broad term. It can mean any data generated between experiment 

and publication. This includes reduced data (which reduces the raw data to a standard baseline) or 

reconstructed data (in the case of tomography image processing), plots, peaks, fittings, basically 

anything generated from any data analysis packages used in the process of converting experiment 

data into insights, some meaningful findings from an experiment. It is worth noting that the in-

creased popularity of employing analytical and computational techniques, in combination with ex-

perimental techniques, structural sciences have led to the rapidly rising volume and diversity of 

analysed data.  

 

Resultant data is the ñcompanionò data that go hand-in-hand with publications. These are some-

thing referred as supplementary data to publication by publishers. 

 

 

 

                                                

 
26

 ñRawò means unprocessed in this context. 
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4.2 Processed Data Storage at Facilities  

 

A main purpose of supporting provenance is to establish the temporal and spatial relationships 

between the research objects captured throughout the facility lifecycle, which has seven stages: 

proposal, approval, scheduling, experiment, data storage, data analysis, and publication. As the 

creation place for experiment data, the PaNdata facilities are the ñplace of originò of the data. Fa-

cilities themselves do not normally own the data and many consider archiving and storing pro-

cessed data are outside the remit of their duty. However, an increasing number of facilities are 

offering or piloting services which depend on processed data storage and archiving.  

 

In D6.1, four out of the total five case studies produce processed data at the facilities. Although 

different facilities have different policies about storing and archiving processed data, some, such as 

the Diamond tomography study, has taken the decision of storing, archiving, and cataloguing pro-

cessed data (reconstructed images) along with the raw data. Some, such as the ISIS GEM express 

service study, provide support to produce, but not store, processed data.  

4.3 A Provenance Process Model  

 

So, what does it mean by supporting provenance? In order to answer this question, let us look at 

the processes involved in supporting provenance in PaNdata. We shall introduce a Provenance 

Process Model (PPM) to describe the various levels of processes required to support provenance 

at large scale facilities. This model will allow facility operators and software developers to formulate 

an understanding of what needs to be done to support the use of provenance and to identify the 

gap between their current provision and the desirable provision for supporting provenance in their 

institution.  

 

As illustrated in Figure 11, the PPM is an abstraction of the processes involved in creating, publish-

ing, and using provenance relationship in the real world applications of the PaNdata community. In 

other words, these are the processes required to support provenance. The PPM comprises of six 

processes:  

 

1. Object capturing . This process covers the capturing of all the digital objects or artefacts 

collected in the facility lifecycle, including experiment data, analysed data, publications, and 

software.  

2. Object storage . An artefact will be stored in a persistent storage. All facilities store experi-

ment data, which often stay on fast-access disk for a short period (e.g. 6 months) after the 

experiment. Some even provide long term archival storage for the data on tape. Most facili-

ties have means to store publications coming out of their experiments. Some facilities start 

to collect and store some processed data, typically as a result of post-experiment pro-

cessing. In general, the storage of processed data is sparse.  

3. Metadata capturing . With data, in particular experiment data, metadata is typically collect-

ed way before an experiment starts. Metadata can come from user office systems, busi-

ness systems (e.g. proposal, scheduling, sample, risk management), and data acquisition 

systems. On the other hand, metadata about publications can also come from various plac-

es, including user management systems, third-party vendor systems (e.g. WebOfScience27 
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 http://wok.mimas.ac.uk/ 

http://wok.mimas.ac.uk/
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and CrossRef28), and usersô direct inputs. The metadata for software is often inputted man-

ually. Within PaNdata, PaNsoft is a software registry and catalogue that collect metadata 

about data analysis software used in the photon and neutron community.  

4. Metadata storage. In PaNdata WP4, ICAT, a metadata catalogue for storing and serving 

metadata about experiment and processed data is being deployed across the PaNdata 

community.  

5. Object linking. Once the artefacts are stored in the repositories, they can be linked up to 

form the provenance relationship among them over a period of time. There can be: linking 

within a repository and cross-repository linking. For example, for the former, it will be linking 

raw and processed datasets within a data catalogue. For the latter, it can also be linking be-

tween datasets across two or more different data catalogues.  

6. Provenance publishing . This process embraces activities that transform the relationships 

between the linked objects into semantically publishable provenance relationships.  

 

 
 

Figure 11 The Provenance Process Model (PPM)  

Most facilitiesô main focus is on processes 1) and 2) to support experiment data capturing and 

storage. Some facilities systematically capture and aggregate metadata and store them within a 

metadata cataloguing system such as ICAT, thus supporting processes 3) and 4). However, cur-

rently, not many support 5). At the time of writing this deliverable, no facility support process 6).  

 

Although not all facilities capture and store processed data, it is becoming increasingly common to 

produce processed data prior to usersô departure from facilities. This is due to the increasingly 

common data intensive experiments being supported by the facilities, but also to do with the rapidly 

rising demand of expertise in handling and manipulating raw data. Some facilities are already cap-

turing processed data alongside with raw data, in particular, in the form of ñready-to-goò processed 

data for users to start their data analysis.  

 

However, even though some preliminary processing is being done at some facilities, processed 

data are primarily from data analysis work conducted outside the facilities. The most common situ-

ation is that processed data are stored at different places and by different people. This is particular 

the case when the analysis is done by a collaborative team at different locations.  
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Although data and metadata are being collected, and in some cases, archived by the facilities, the 

quality of the metadata collected is often limited: they are often just enough for people who have 

done an experiment to establish the linkage between the raw and processed data, but are far from 

usable for others who are interested in reusing or repurposing the data later on.  

Once the provenance relationships between digital objects are established, the tracing of the tem-

poral and spatial relationships between digital objects can then be enabled. These traces can be 

assigned a persistent identifier, published, cited, searched, and linked to, forming an integral part 

of a research process for supporting discovery, verification, reusing, linking between research da-

tasets.  

 

4.4 A Framework to Support Provenance Usage  

 

This section describes a tooling framework to support the usage of provenance in the PaNdata 

community. We present the state-of-the-art tools and systems that support provenance from the 

PaNdata community. The aim here is not to give a comprehensive review or survey of the tools 

available. Instead, we focus on the role each category of the support needed and briefly describe 

an example that facility that requirement.  

4.4.1 Data catalogue 

 

ICAT is the data catalogue that is currently being deployed across the facilities within the PaNdata 

community. The core of ICAT is a metadata schema, namely the Core Scientific MetaData model 

(CSMD), as described in section 3 above. The CSMD is designed to accommodate the information 

captured throughout the facility lifecycle, namely the seven stages ï proposal, approval, schedul-

ing, experiment, data storage, data analysis and publications over a period of time, from the stage 

that a facility receiving a proposal till the stage that it gathers the publications resulted from an ex-

periment.   

 

The main reference implementation of the CSMD is the ICAT database schema, which is available 

in various database bindings, including Oracle and MySQL. The ICAT database is accessible via a 

set of Web Services APIs, currently implemented in SOAP29. Over the years, a number of compo-

nents have been built upon the APIs, including the TopCAT30, ICAT Data Service (IDS), and ICAT 

Job Portal (IJP) 31. TopCAT is an interactive web GUI front-end for the ICAT database. Its main 

purpose is to allow users to browse the data catalogued by ICAT through a tree-based hierarchical 

navigation pattern within a web browser. The IDS is a data upload and download service built on 

top of the APIs. The IJP is a web portal that provides an integrated capability of data accessing, 

data storage, and compute upon ICAT. Currently, TopCAT, IDS, and IJP are implemented in Java 

and are hosted by the Glassfish J2EE32 container.  
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ICAT has been extended to accommodate processed data. In [Yang et. al. 2011], a new investiga-

tion type ï analysis was introduced into the CSMD so that the underlying data model is capable to 

support the data and runtime parameters captured from the data analysis stage.  

4.4.2 ICAT Job Portal 

 

IJP is of particular interest to this deliverable. IJP builds upon the ICAT toolkit to locate experiment 

data, store processed data, and information gathered from the processing pipeline. One notable 

feature of IJP is its capability of offering integrated support for data management and data pro-

cessing. As depicted in Figure 12, the IJP architecture is based around a single head node acting 

as a central point for all communications with the worker nodes. The major functionalities of IJP are 

encapsulated within the ICAT Job Portal web application, which provides support for program exe-

cution. Jobs are managed by a backend batch job server, currently using Torque33, which is re-

sponsible for coordinating computation jobs across the worker nodes.  

4.4.3 Software catalogue 

 

PaNsoft is a software catalogue developed in the PaNdata Europe project. The core of PaNsoft is 

a database that stores information about data analysis software from the X-ray and neutron facili-

ties. A particular feature of PaNsoft is that it has been developed with two complementary aims: to 

support data analysis pipelines; and to be (input) data format aware. The latter feature allows users 

to select software based on the data format they can handle, in addition to the functionalities (e.g. 

algorithms) offered by the software.  

 

The software catalogue has its unique role in supporting data provenance in the data analysis pro-

cess, especially when it comes to verification and reproduction of data provenance. As increasingly 

more data are processed on the spot during experiments at the facilities, it is important to keep a 

record of the software involved in such processing. Information from a software catalogue can also 

be useful in the downstream data analysis pipeline conducted by researchers. In [Yang et. al. 

2011], the parameters from data analysis software and metadata about the software itself are rec-

orded as part of the provenance to support the derivation of processed data from the experiment 

data.  
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Figure 12 The ICAT Job Portal  

4.4.4 Cross-repository linking tool ï WebTracks 

 

WebTracks [Crompton et. al. 2013] is an inter-repository communication protocol based on the 

StoreLink protocol [StoreLink09]. It has a reference implementation using Java Restlet application. 

It is a peer-to-peer protocol that allows tracking and accessing research outputs stored in linked 

repositories via a common information management infrastructure. A pilot system uses the InteR-

Com peer-to-peer protocol to propagate typed links between digital contents. The resultant linked 

web of contents allows tracking of content derivation over time and space, thus allowing the for-

mation of a graph of citation and provenance.  

 

Figure 13 is an illustration of the cross repository linking between an investigation catalogued in 

ICAT and an article stored in ePubs. The ICAT DOI (Digital Object Identifier) landing page for an 

investigation is linked to an ICAT WebTracks links page which allows the systems to transverse 

from ICAT to an ePubs expression page for the corresponding publication.  
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Figure 13 Inter Com Citation Linking in WebTracks  

4.4.5 SRF 

 

Within the SRF project34, the CSMD model is extended to accommodate the additional information 

to support automated data reduction for the ISIS SANS2D instrument [D6.1]. As shown in Figure 

14, additional processes, depicted as orange boxes and lines, are introduced to the facility lifecycle 

to provide data provenance support throughout the facility lifecycle.  

 

The overall SRF system architecture is illustrated in Figure 15. It is a system of systems sitting 

within the established ISIS data management infrastructure. A range of systems were introduced to 

the existing infrastructure to process data from experiment runs and to support the following func-

tionalities:  

1) Registering samples throughout the entire experiment;  
2) Recording experiment configurations and samples;  
3) Monitoring data file availability for the runs; 
4) Linking up data files with the runs;  
5) Monitoring reductions' availability; 
6) Processing reductions for experiment data; 
7) Recording and linking up derived data with the experiment data;  
8) Making provenance data from the reductions available via LabTrove35, an electronic 

notebook system.  
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The provenance data, aggregated from the above systems, are posted into LabTrove via the Lab-

Trove APIs to allow recording of the data reduction workflow for a live experiment and the data 

provenance for the reduction workflow, which include:  

¶ Sample information;  

¶ Experiment data; 

¶ Derivative outputs from a data reduction process; 

¶ Links between samples, experiment data, derived data; and  

¶ Publications 

4.4.6 Data analysis frameworks 

 

Mantid36 and DAWN37 are open source data analysis framework. Mantid originally primarily aims 

for handling neutron data; whilst DAWN for X-ray data. However, it is clear that both can be used in 

a wider range of experiment data. DAWN has built-in support for workflows that support visual 

management of workflow components, thus it can capture provenance information from workflows 

directly. To our knowledge, the support for data provenance is a planned feature for 2013. In the 

near future, users will be able to ingest processed data back to ICAT through Mantid.  
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Figure 14 Additional processes introduced to support data provenance  
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4.5 Provenance Tool C lassification s 

 

Provenance Tool Classifications (PTC) provide a way of understanding the types of software tools 

for provenance and their role in supporting the PPM, i.e. the processes involved in different levels 

of the PPM. Provenance tools can be classified from two perspectives: a functional perspective 

and a process perspective. The functional perspective examines the tools by the function they play 

in relation to provenance. The process perspective can be  

 

Figure 16 illustrates a classification of provenance tools from a functional perspective. When a tool 

is relevant to a process in the PPM, a cross is placed in the box. The foundation of provenance, i.e. 

capturing and storing digital artefacts and corresponding metadata, require many tools to be in 

place to allow provenance relationships to form between objects in the object linking stage.  
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Figure 15 SRF System Architecture  














